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•	Competitive two-stage transfer learning UDA pipeline for object classification 
in a challenging industrial setting

•	First multi-domain (CAD, real) industrial image dataset comprising 102 ma-
chine parts

•	Outperforming SoTA on VisDA-2017 classification benchmark

•	Creating benchmark performance on our new topex-printer dataset

In this paper, we systematically analyze unsupervised domain adaptation pipe-
lines for object classification in a challenging industrial setting. We emphasize 
critical design considerations when utilizing category-labeled CAD models for 
classifying real-world images. Our domain adaptation pipeline outperforms 
SoTA performance on the VisDA-2017 benchmark. We conclude by providing 
practical guidelines for practitioners seeking to implement cut-
ting-edge unsupervised domain adaptation techniques. Our 
code is available at 
github.com/dritter-bht/synthnet-transfer-learning
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We present a two-domain-dataset for image-based machine part identification. It comprises 102 parts from a labeling machine and is designed to mimic real-world 
complexities, including distinguishing closely related classes. The dataset consists of 3,264 CAD-rendered images (32 per part) and 6,146 real images (6 to 137 per part) 
for domain adaptation and testing purposes.

Results of our DA pipeline for the (Left): VisDA and our new (Right) Topex-Printer dataset for different model and pre-training choices. Blue bars highlight results obtained 
using UDA with additional target images. It can be seen, that the UDA stage training profits from class head tuning in stage one and using the SwinV2 model instead of ViT.

Comparing accuracy to other literature on VisDA-2017 classification benchmark. Our approach outperforms recent SoTA in mean accuracy.

Source Domain
Synthetic 3D-object renders

Target Domain
Real photos

•	Machine-specific specialists are often required to quickly identify components, 
making it challenging for customers to independently recognize their ma-
chine parts

•	High cost of creating labeled images for each component of complex machines 
often makes training automatic recognition systems unfeasible

•	Companies own the computer-aided design (CAD) data of the parts, which can 
be rendered with any parameters and in any quantity
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